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Abstract

Countries with strong executive constraints have lower growth volatility but similar average growth to those with weak constraints. This paper argues that this may explain a strong correlation between executive constraints and inflows of foreign investment and uses a novel dataset of Dutch sector-level investments to explore this issue. It formulates an economic model of investment and uses data on the mean and variance of productivity growth to explain the relationship between investment and executive constraints. The data and model together suggest a natural way of thinking about country-specific heterogeneity in investment inflows following the adoption of strong executive constraints.
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1 Introduction

It is now universally acknowledged that political institutions play an important role in shaping patterns of development and growth.¹ Yet, knowledge about the implications of the specific mechanisms remains quite limited and reduced-form correlations yield little insight into this. Hence an important part of the research agenda on institutions and growth is to study specific channels of influence and their associated outcomes.

The effect of institutions on investment, is an important element of this research agenda. Here, for reasons of data availability, we focus on cross-border investment flows by multinational firms. Increases in cross-border capital flows were a notable aspect of the recent era of globalization and the choice of countries for foreign investment provides a potentially important channel for political institutions to have influence. There are good reasons to believe that political institutions will shape the risk/return profile that multinational companies face. Indeed, when PricewaterhouseCoopers and Eurasia Group conducted a survey amongst 100 of their largest customers, two thirds answered that political risk was either a major concern or at least very important and therefore integrated into the risk management process.²

This paper explores the link between the strength of executive constraints and foreign investment flows. We explore the possibility that executive constraints encourage investment because they increase trend productivity growth and/or reduce the variance of productivity shocks affecting growth. We show that this is consistent with a political model where strong executive constraints reduce the discretionary power of the executive. We argue that, theoretically, this is likely to lower policy-induced volatility while having an ambiguous effect on mean growth.

To explore this empirically, we use a panel of sector-level data on Dutch multinationals between 1983 and 2010 provided to us by the Dutch central bank. We know for each sector where it chose to invest over this period. The paper first establishes a robust reduced-form correlation between strong executive constraints and foreign investment flows. To explain this, we develop a model where the strength of executive constraints can influence both the mean and variance of productivity growth, thereby affecting investment incentives. Applying this model to the data, we find that having strong executive constraints is associated with a reduction in the volatility of productivity growth and is also positively correlated with country risk assessments by the insurance industry. We then show that this reduction in the variance of productivity growth can account for the observed magnitude in the reduced-form relationship between investment inflows and executive constraints. This offers a distinctive perspective on the role of institutions and the mitigation of policy risk.

We demonstrate the usefulness of this theory-driven approach by using it to simulate country-by-country counterfactual investment flows for countries that adopted strong executive constraints. The findings suggest that the reduction in the volatility of productivity shocks had a larger impact on investment inflows in some

¹See, for example, North (1990), North and Thomas (1973), Acemoglu et al (2005) and Acemoglu and Robinson (2012) for big picture discussions.

²Accordingly, more than two thirds of multinationals reported political risk entered at least to some extent when deciding on new acquisitions and ventures. See http://www.pwc.com/us/en/risk-compliance/assets/FwC_PoliticalRisk_052006.pdf (accessed on 22/05/2014).
cases. For example, the estimates suggest that investment inflows to Poland and South Africa would have
been less than half what was observed had productivity growth not become more stable after the adoption
of strong executive constraints.

This paper is related to the vast literature on democracy and economic performance such as Barro (1996),
Papaioannou and Siourounis (2008), Persson and Tabellini (2009a,b), and Przeworski and Limongi (1993).
It is now generally recognized that there is no simple empirical story to be told and that there could be
considerable heterogeneity as discussed in Persson and Tabellini (2009b). Of more specific relevance are
those papers that have pointed out democracies are less volatile than non-democracies; see, for example,

Also relevant to what we do is the literature macroeconomic volatility in emerging economies. Aguiar
and Gopinath (2007) observe that shocks to trend growth—rather than transitory fluctuations around a
stable trend—are the primary source of fluctuations in emerging markets. This observation is in line with
the idea that slow-moving political factors are behind growth trends. Koren and Tenreyro (2007) separate
growth volatility on the country level from sector-specific volatility. They find that, as countries develop,
their productive structure moves from more volatile to less volatile sectors and volatility of country-specific
macroeconomic shocks falls. Our ideas are also related to the observation by Calvo (1998) that "sudden
stops" in capital flows occur in countries because there is policy flexibility; local governments are more
constrained in their policy choices creating less policy risk. This literature has not yet connected directly
to that on changing political institutions and the impact on volatility.

There is also a large literature which links institutions to foreign direct investment. In the 1990s, most
research on the influence of policy-related variables on FDI flows consisted of international cross-country
studies. This found a negative link between institutional uncertainty and private investment (Brunetti and
Weder, 1998), a positive relationship between FDI and intellectual property protection (Lee and Mansfield,
1996), and a negative impact of corruption on FDI flows (Wei, 2000). Kesternich and Schnitzer (2010)
consider how political risk of different forms impacts the firms choice of capital structure. Using data on
German multinationals, they find that greater risk, as measured by the International Country Risk Guide,
tends to increase leverage. Such studies face the usual issue that most variation in the independent variables
could reflect unobserved heterogeneity.

One way to mitigate such concerns is to exploit only within-country variation. Using a panel data set
on 55 developing countries for the period 1987-95, Harms (2002) estimated the impact of financial risk on
equity investment flows (i.e., the sum of FDI and portfolio investment) and found that lower financial risk is
associated with an increase in FDI and portfolio investment. Exploiting panel data for 73 countries between
1995 and 1999, Egger and Winner (2005), found evidence of a positive correlation between corruption and
FDI. They argue that, with high levels of regulation and administrative controls, corruption may serve

---

3 We adopt their economic framework but, for simplicity, model volatility as a period-to-period variance.
4 Kesternich and Schnitzer (2010) alleviate this concern somewhat by making use of the observed variation between affiliates
of the same parent which are located in different countries.
as a “helping hand” for FDI. Papaioannou (2009) uses data on inter-bank lending to show that financial flows increase when the political risk rating by the Political Risk Services (PRS) falls. This rating is a composite index that captures a broad set of factors including ethnic tensions, corruption, and the political, legal, and bureaucratic institutions of a country. He uses both a long panel for 50 recipient countries and a cross-sectional IV strategy to demonstrate the association between financial flows and the risk rating. His IV estimates suggest that a 10 point increase in institutional performance leads to a 60%-70% increase in inflows.

Several recent studies have analyzed the relationship between democratic rights and FDI. Using different econometric techniques and periods, Harms and Ursprung (2002), Jensen (2003), and Busse (2004) found that multinational corporations are more likely to be attracted to democracies. Li and Resnick (2003) argue that the location decision is influenced by political risk. Jensen (2008) looks at the link between political risk and FDI. He runs cross-country regressions for a sample 132 countries finding a negative correlation between FDI and measures of risk. Jensen also finds that the strength of executive constraints, in particular, is associated with lower political risk. A related literature looks at the impact of institutions on comparative advantage and, hence, trade flows. In contrast to this literature, we focus on a specific institutional channel in which good policies raise aggregate productivity.

We make two main advances over prior work. First, we use a long panel of sector-level investments for a large number of countries which allows us to exploit rare changes in political institutions while controlling for a large set of country/sector fixed effects. Second, go beyond a reduced-form approach and explore a specific mechanism working through a reduction in aggregate volatility.

Finally, our work is related to work on the role of policy uncertainty for economic activity. Rodrik (1991) argues that even low levels of policy risk about the implementation of reforms can prevent inflow of foreign capital into developing markets. Baker, Bloom and Davis (2013) provide a measure of policy uncertainty using news reports. They find negative effects of uncertainty for firms heavily exposed to government contracts. In our paper, we posit that the absence of executive constraints may be a key driver of increased risk and suppose that investors might learn from the experience of other countries with the same institutional set-up.

The remainder of the paper is organized as follows. The next section discusses the data and reduced-form evidence. Section three specifies a model and focuses on two key parameters suggested by the theory. We then apply the model to explain the pattern of investment inflows among countries that adopted strong executive constraints over the period of our data. Section four offers some concluding comments.

2 Reduced-Form Evidence

In this section, we explore the relationship between political institutions and foreign investment using a reduced-form difference-in-difference approach. Specifically, we will ask how different configurations of

---

5 See Nunn and Trester (forthcoming) for a literature overview.
political institutions affect the way that foreign investment is allocated across countries exploiting within-country variation. We will use the findings from this exercise to motivate an approach based on a specific mechanism.

2.1 Data and Background Facts

Our main data set comes from De Nederlandsche Bank (DNB). The Central Bank provided us with quarterly, sector-level data from 1983 to 2010 for a sample of more than 200 territories, entities and countries. Since we are interested in the connection between foreign investment and political institutions, we merge this data with the Polity IV dataset on political institutions by country. Following this, we are left with yearly data on 154 countries between 1983 and 2010. We focus on gross positive investment inflows by multinationals to countries. Details on the definition of the investment variable and other data are in the Appendix. Since we have sector level data, we include country/sector fixed effects. And in order to avoid having too many zeros, we focus on the 12 largest sectors which account for more than 99 percent of all investment flows from the Netherlands over this period.\footnote{All our main results are robust to including all sectors.}

We will focus on executive constraints as our core measure of political institutions. Much of the literature on political institutions and economic performance treats democracy as an aggregate outcome based on the index in Polity IV. We use a more disaggregated approach because from a theoretical perspective, we believe that there is a persuasive argument for why executive constraints matter for foreign direct investments; this is also the case empirically. Strong executive constraints are reasonably rare in the Polity IV data; only 20\% of country year observations since 1950 have the highest score for executive constraints which is much smaller than the group of countries that regularly hold contested elections (around 50%).

Since our data comes from a single country, we are able to focus on variation in the characteristics of recipient countries. We do not, however, have any detailed account of how investment flows are used and whether, for example, they are leveraged locally. Our focus, therefore, differs from that of the FDI literature which studies vertical and horizontal patterns of FDI as an alternative to trade which requires more detailed firm-level data which we do not have. The main advantage of our data comes from the wide range of countries and the length of the time period which spans a number of institutional changes and hence allows us to exploit within-country variation.\footnote{Coverage in the foreign direct investment dataset provided by the U.S. Bureau of Economic Analysis (BEA), for example, is much lower - it covers about 1/3 of the country years in our dataset. This also means that coverage is sparse. Hungary and Poland, the only countries in Eastern Europe that appear in the BEA dataset receive their first flows in 1999.}

2.2 Empirical Specification

We use information on gross yearly investment flows from the Netherlands for the twelve largest sectors for the period 1983-2010. As a robustness check, we will run the same specifications with aggregate investment flows at the country level and use data on investment flows from the OECD. The latter ensures that our
results are not driven by any peculiarity in the behavior of Dutch multinationals. Let $\delta_{ct} \in \{S, W\}$ denote whether country $c$ at time $t$ has strong ($S$) or weak ($W$) executive constraints based on a Polity IV value of 7 to define strong constraints. From this we construct the indicator variable $\Omega(S) = 1$ and $\Omega(W) = 0$ denoting which political institution is in place.

Figure 1 provides a preliminary look at the relationship between strong executive constraints and investment. The graph shows mean investment flows for the sample of countries in the data for the 1983-2010 period whose executive constraints have not transitioned to strong constraints. It shows that countries with strong executive constraints benefitted much more from the wave of investment flows associated with globalization from the mid 1990s onwards. Thus, mean yearly flows from the Netherlands into countries with strong executive constraints were about 20 billion Euros towards the end of the 2000s compared with less than 2 billion in the sample with weak executive constraints. This relationship between investment and strong executive constraints is preserved even if we include controls for population, GDP per capita or the level of GDP. While our regression analysis exploits only within-country variation, it is worth noting that having strong executive constraints at the beginning of the 1980s is a good predictor of investment inflows thereafter. But a sterner test will be to see whether countries that adopted strong executive constraints gain a dividend similar to that seen in the cross-sectional pattern.

Our core outcome variable is the gross investment inflow to a particular country $c$ in a given year $t$. This is a non-negative variable which takes on positive values with a large number of zeros. Following recent work in trade literature, we will use a fixed-effects Pseudo Poisson regression model for investment flows. Figure 1 shows that the overall level of global flows increased significantly over time. As countries also tended to switch into strong executive constraints over this period, it is important to identify the effect of this separately from the general time trend in investment flows. We address this issue by using total global flows as the exposure variable in our Pseudo Poisson model, making periods with different total flows comparable. Figure 2 is supportive of this approach; it uses the same sub-samples of countries as shown in Figure 1 but now gives the average share of global flows, as opposed to the average flows, attracted by countries with strong and weak executive constraints. The average share has remained remarkably stable suggesting that the share of the inflow is indeed comparable over time. Pseudo Poisson regression with total inflows as an exposure variable can also be thought of as modelling the annual rate of investment inflows into a country in each year.

Following this approach, the core specification that we estimate for the sector-level data is

$$E \{x_{sc} : \alpha_{cs}, \delta_{ct}, y_{ct}, X_{st}\} = \exp (\alpha_{cs} + \gamma \Omega(\delta_{ct}) + \beta y_{ct} + \log X_{st})$$

---

8 The dramatic increase in FDI flows outpaced GDP growth significantly.

9 See page 645 of Silva and Tenreyro (2006) who argue that gravity equations can be estimated with the Pseudo Poisson model (PML). We need country/sector fixed effects and therefore follow Wooldridge (1999) simply by using the vce(robust) option in the STATA xtpoisson command. For details, see the discussion on Timothy Simcoe’s webpage.

10 See Frome (1983) for a discussion of using the Poisson model to study rates. For a general discussion of count data models, see Cameron and Trivedi (2013).
where $x_{sect}$ is the inflow of investment in sector $s$ in country $c$ in year $t$, $\alpha_{cs}$ is a country/sector fixed-effect, and $y_{ct}$ denotes other controls that we include. The exposure variable here $X_{st}$ is total investment flows in sector $s$ in year $t$.

We will also look at specifications where we look at total investment inflows at the country level, i.e.

$$E\{\bar{x}_{ct} : \alpha_{cs}, \delta_{ct}, y_{ct}\} = \exp(\alpha_c + \gamma \Omega (\delta_{ct}) + \beta y_{ct} + \log X_t)$$  \hspace{1cm} (2)$$

where $\bar{x}_{ct}$ is total investment in country $c$ in year $t$ and $\alpha_c$ is a country fixed-effect. The exposure variable $X_t$ now captures total investment flows in year $t$.

### 2.3 Main Results

Table 1 shows the reduced-form correlations. In panel A we display results at the sector level and in panel B we display results at the country level. Reported standard errors are cluster-robust at the level of the panel variable, i.e. the country/sector in panel A and the country in panel B.

Column (1) presents the core reduced-form finding. The coefficient on strong executive constraints is consistent with an economically important effect in line with the cross-sectional variation in Figures 1 and 2. Investment flows to a country increase by about 80 percent at the sector level and by about 68 percent at the country level when there are strong executive constraints in place. It is important to bear in mind that, through the choice of our exposure variable, we are looking at the rate of investment flows in a country/sector controlling for global flows in that sector. This implies that small and large sectors receive equal weight in Panel A. The similar magnitude of the coefficients in Panel B suggests that smaller and larger sectors react in similar ways to the adoption of strong executive constraints.

Column (2) shows that it is strong executive constraints rather than other measures of institutions that attract investment inflows. Unlike strong executive constraints, there is no significant correlation between high competitiveness and/or openness of executive recruitment and investment flows as measured by the PolityIV data. These are the other dimensions describing the executive that go into calculating country-level “democracy” scores.\(^\text{11}\) This observation justifies our focus on executive constraints in what follows. The similarity between the sector-level and country total remains a feature of the results.

In column (3) we control for GDP per capita. The coefficient on strong executive constraints is unaffected.\(^\text{12}\) Moreover, GDP per capita is not significantly correlated with investment inflows. Column (4) aggregates our data on investment and executive constraints to 5 year periods and then includes another important measure of the level of development, years of schooling, for which we use the Barro and Lee dataset. This counters the claim that strong executive constraints may simply be serving as a proxy for omitted

\(^{11}\)For details see the Polity IV manual codebook. We also used a more flexible specification with regard to the cut-off on executive constraints. This reveals that quite clearly that it is the change from 6 to 7 which appears to be important for investment inflows. We discuss this in the following section.

\(^{12}\)The finding is similar if instead, we include GDP and/or GDP per capita growth.
human capital. The size of the coefficient on strong executive constraints even increases slightly in this specification. In both panels, the human capital variable is not itself significant in explaining investment inflows, principally because the variable is slow moving and we are including country fixed effects.

Taken together, the results in columns (2) through (4) suggest that the correlation between strong executive constraints and increased investment inflow does not seem to stem from the fact that executive constraints proxy for other political institutions or economic factors. And the findings hold up at both the sector-level and when we look at country averages.

Column (5) tries an alternative measure for investment inflows. This deals with the concern that the results are primarily driven by some large "outlier" values in some sectors/countries. In panel A, column (5), we measure investment inflow as a dummy variable that takes the value one if the investment inflows are strictly positive in a given country/sector/year. In Panel B, it is the number of sectors that have a positive inflow. The positive coefficient in both panels in column (5) is interesting since it indicates that the previous results were not driven by changes at the intensive margin alone (more flows in a given sector) but, also at the extensive margin (more sectors with inflows).

Finally, panel B column (6) looks at an alternative data source, using investment flows from all OECD countries. The main finding is robust and the size of the coefficient is strikingly similar to that found in column (1).

The identification of the effect of strong executive constraints in all specifications comes from variation within countries over time. To be credible, this requires that there be no common confounding factors driving both changes in institutions and investment. The fact that our estimates barely change when we add economic or political controls is re-assuring in this regard. An additional way to look for confounding factors is to investigate the pattern of flows before and after an institutional change checking for pre-trends and post-trends in the data. To this end, Figure 3 illustrates the dynamic consequences for investment of adopting strong executive constraints. The graph reports the results of a regression of investment flows on the strong constraints dummy and the adoption year dummy with 4 leads and lags. The graph demonstrates two main things. First, there is no positive pre-trend in the four years before strong executive constraints are adopted. If anything, the share falls slightly before the adoption date. Second, the effect of adopting strong executive constraints is discrete albeit with a one year lag. Thus, investment inflows respond quickly one year after the change and appear to stay at this higher level thereafter. The theoretical model developed below predicts a level effect on investment of precisely this kind.

### 2.4 Additional Results and Robustness

Given that we have sector level data it is interesting to check whether different sectors are affected differently by the adoption of strong executive constraints. To this end we run a regression as in equation (1) but now add interaction terms between the executive constraints dummy, $\delta_{it}$, and our twelve sector dummies.

---

13 See the discussion in Glaeser et al (2007).
14 See Table A1. Figure 3 uses results in column (2). Figure A2 shows the same graph for OECD investment inflows.
The coefficients and their 95% confidence intervals are reported in Figure 4. It is clear from this figure that the results in the previous table are not driven by particular sectors but are fairly evenly spread across sectors. All coefficients are estimated to be positive and none are statistically different from each other.

Table 2 explores the robustness of the findings further and also presents some alternative specifications. In parallel with Table 1, it presents results for both sector-level in Panel A and country-level investment flows in Panel B.

In column (1), we include the ICRG measure of property rights protection which is frequently used to capture the consequences of institutions. This variable is available for a shorter time period than our main data. However, it does represent the kind of risk that foreign investors may care about. The result in column (1) suggests that stronger property rights protection does indeed have a positive association with investment inflows. However, including this variable does not change the core finding that there is a significant positive correlation between investment and strong executive constraints. So the ICRG variable seems not to be catch-all for all formal institutional changes in this context. In fact, with its inclusion, the coefficient on strong executive constraints barely changes from column (1) of Table 1.

In column (2) we exclude observations before 1992 as several countries enter the sample in 1991 so the composition of countries changes. This period, in particular, saw the opening up of the countries of the Eastern block some of which became popular destinations for Western investment. The results are robust to restricting to this time period.

We then look at three alternative ways of capturing the changing global pattern of investment flows in this period. In column (3), we add year dummy variables instead of the exposure option with global flows. This is a less parametric option for capturing the changing global environment for investment. In column (4) we use positive net inflows instead of gross inflows as our dependent variable. Results are robust to this. Finally, column (5), uses the share of the investment flow that goes to country $c$ in year $t$ as the dependent variable. This is another way of controlling for the changing pattern of global investment flows. The positive correlation with strong executive constraints is robust to both of these specifications.

### 3 Exploring a Mechanism

The reduced-form results suggest a robust association between having strong executive constraints and investment inflows exploiting only within-country variation. Countries with strong constraints appear significantly more likely to attract investment and these results are robust to a variety of approaches and controls. But, as with any reduced form estimates, the results offer little clue about why this is the case.

Before we move into the theoretical discussion it is useful to review the meaning of strong executive constraints as measured in the data. The checklist for coders in the Polity IV manual states that the highest score of the variable “xconst” is only allocated if most important legislation is initiated by a parliament which holds the executive to account. Our reading of the country reports is that those coding countries pay a lot of attention to whether the executive relied on support from another organization (this could be, parliament, independent courts or the military) to conduct policy.

In this section, we develop a theoretical approach which is based on Besley and Mueller (2014) and captures these institutional constraints. In this model politics influences trend productivity growth and
the variance of productivity shocks around that trend. We use this approach to suggest a more structured approach to the data where we consider whether predicted changes in the profile of productivity following the adoption of strong executive constraints is associated with investment inflows.

3.1 Theory

We begin by developing an economic model with investment by foreign and domestic firms in a world of stochastic productivity which is affected by government policy. We then develop a simple model of politics which shows how executive constraints can affect the mean and variance of shocks to productivity growth.

3.1.1 Economics

Consider an open economy with a fixed number of sectors indexed by $i$ and where $\pi_i$ be the number of firms in sector $i$. We study the behavior of a representative firm in each sector. A sector’s labor productivity has a time-invariant firm-specific component, $\rho_i$, and a time-varying country-specific component, $\Gamma_t$. The latter is assumed to depend on country-level economic policies along the lines articulated by Aghion and Howitt (2006) and evolves stochastically over time according to

$$\Gamma_t = \Gamma_{t-1} e^{\rho_t}$$

where $p_t = \kappa + \varepsilon_t$ with the stochastic time-varying shock to productivity growth being normally distributed, i.e. $\varepsilon_t \sim N \left( -\frac{\sigma^2}{2}, \sigma_{\varepsilon} \right)$. In the next subsection, we present a model of the political process in which $\kappa$ and $\sigma_{\varepsilon}$ depend on whether a country has weak or strong executive constraints.

Output in the representative firm in sector $i$ is given by the following Cobb-Douglas production function:

$$Y_{it} = \left[ (\Gamma_t \rho_i L_{it})^\alpha K_{it}^{1-\alpha} \right]^\eta$$

where $\eta < 1$. This is a Lucas (1978) "span of control" model of firm level heterogeneity where pure profit is a return to owning a specific technology.

Firms hire capital and labor in competitive factor markets. However, we assume a difference in timing between labor and capital decisions. Capital is installed before $\varepsilon_t$ is realized while labor is chosen afterwards. The labor market is closed with a fixed stock of labor $L$. The capital market is open with inflows of capital into foreign owned firms representing investment and the global cost of capital is $r$.\footnote{This theoretical approach could be applied to domestic and foreign owned firms alike. For foreign owned firms, the assumption that $r$ is exogenous is, however, more plausible. It would be straightforward, although tedious, to separately model the domestic and foreign-owned sectors of the economy.}

\footnote{This implies that $E(e^{\varepsilon_t}) = 1$.}
\footnote{This is a key assumption and is tantamount to assuming that ex post adjustment costs are very high. Risk would not matter in our framework if capital could be chosen flexibly and costlessly adjusted after $\varepsilon_t$ becomes known.}
\footnote{This theoretical approach could be applied to domestic and foreign owned firms alike. For foreign owned firms, the assumption that $r$ is exogenous is, however, more plausible. It would be straightforward, although tedious, to separately model the domestic and foreign-owned sectors of the economy.}
A firm in sector $i$ chooses labor demand, $L_{it}$, to maximize

$$[(\Gamma_t \rho_i L_{it})^\alpha K_{it}^{1-\alpha}]^\eta - w L_{it}.$$  

We can use the resulting labor demand functions to solve for the equilibrium wage. Substituting this back and summing we have that aggregate output is

$$Y_t = [\Gamma_t L]^\alpha (\hat{K}_t)$$

where

$$\hat{K}_t = \left( \sum \pi_i \rho_i^{\frac{\alpha}{1-\alpha}} K_{it}^{\frac{1-\alpha}{1-\alpha}} \right)^{1-\alpha\eta}$$

is a productivity weighted average of the capital stock by all sectors in the economy.\(^{18}\) The profit function of a representative firm in sector $i$ is therefore:

$$\Pi \left( \rho_i, \Gamma_t, K_{it} : \hat{K}_t \right) = (1-\alpha\eta) \rho_i^{\frac{\alpha}{1-\alpha\eta}} K_{it}^{\frac{1-\alpha}{1-\alpha\eta}} [\Gamma_t L]^\alpha [\hat{K}_t]^{\frac{\alpha}{1-\alpha\eta}}.$$  

Since aggregate capital affects the wage it also affects the incentive of any firm to invest. We assume a rational expectations competitive equilibrium where firms maximize profits taking aggregate capital $\hat{K}_t$ as given. This assumes firms act as if they can affect the aggregate level of capital in the economy. We then solve for a fixed point to obtain an expression for aggregate output.

Using this approach, $K_{it}$ maximizes

$$E \left[ \Pi \left( \rho_i, \Gamma_t, K_{it} : \hat{K}_t \right) \right] - rk_{it}$$

with expectations taken with respect to $\varepsilon_t$ which is unknown when capital is installed. We show in the appendix that this yields the following expression for per capita output which depends only on exogenous variables:

$$y_t = B \times [\Gamma_t]^{\alpha\eta} [E[(\Gamma_t)^{\alpha\eta}]]^{\frac{(1-\alpha)(1-\alpha\eta)}{1-\eta+\alpha(1-\alpha\eta)^2}}$$  

(3)

where $B$ is a time-invariant constant. The level of output now depends on the realized period $t$ productivity shock and the ex ante mean and variance of productivity shocks since these affect the incentive to invest. Since we have assumed that the productivity shocks caused by the political environment are exogenous, equation (3) allows us to separate the direct effect of productivity shocks working through $[\Gamma_t]^{\alpha\eta}$ from the indirect effect of inhibited capital accumulation working through $E[(\Gamma_t)^{\alpha\eta}]$.

\(^{18}\) More steps in the derivations are available in the Appendix.
3.1.2 Politics

We now consider how $\kappa$ and $\sigma_\varepsilon^2$ depend on whether a country has strong or weak executive constraints using a stripped down model of politics.\textsuperscript{19} The role of executive constraints is to curtail some instances of bad policy making in the spirit of the veto players model of Tsebelis (2002). We will think of this as achieved through the actions of a legislature which can reduce the discretion of the executive.

As above, let $\delta_{ct} \in \{W, S\}$ denote whether a country has strong or weak executive constraints at date $t$. With weak executive constraints, policy is determined solely by the executive while with strong executive constraints a legislature also influences policy as outlined below.

To map politics directly onto our economic model above, suppose that $p_t$ depends on policy making represented by a parameter $\Delta_t$ which varies stochastically depending of the behavior of policy-makers. While we do not model the micro-foundations of policy making, we have in mind a range of policies that could drive growth along the lines of Aghion and Howitt (2006). The expected productivity growth trend is now

$$\kappa(\delta) = E[\Delta_t : \delta]$$

with $p_t = \kappa(\delta) + \varepsilon_t$ where $\varepsilon_t = [\Delta_t - \kappa(\delta) + \omega_t]$ and $\omega_t$ is an iid shock with mean $-\frac{\sigma_\omega^2(\delta)}{2}$ and variance $\sigma_\omega^2$. The variance of productivity around its trend is:

$$\sigma_\varepsilon^2(\delta) = \text{var}(\Delta_t : \delta) + \sigma_\omega^2.$$

Thus political institutions affect productivity growth through the mean and variance of $\Delta_t$. We now suggest a simple micro foundation for why executive constraints influence policies $\Delta_t$.

**No Executive Constraints ($\delta = W$):** In this case, executive competence alone determines productivity growth. We suppose that $\Delta_t \in \{\Delta_L, \Delta_H\}$ with $\Delta_H > \Delta_L$ The probability of $\Delta_H$ depends on the competence of the executive with $\lambda$ denoting the probability that the executive is competent. Then:

$$\kappa(W) = \lambda \Delta_H + (1 - \lambda) \Delta_L$$

and

$$\sigma_\varepsilon^2(W) = \lambda (1 - \lambda) [\Delta_H - \Delta_L]^2 + \sigma_\omega^2.$$

In this case, it is $\lambda$, the competence of the executive, which affects both $\kappa(W)$ and $\sigma_\varepsilon^2(W)$ directly. Greater competence increases the trend rate of productivity growth but has an ambiguous effect on its variance.

\textsuperscript{19}The theoretical approach is further developed in Besley and Mueller (2014). It is based on ideas in the political agency literature first developed in Barro (1973) and Ferejohn (1986). Besley (2006) offers a review of the main ideas.
Executive Constraints ($\delta = S$): Here we suppose, following coding practice in the data, that a legislature also has a say in making policy. Specifically, they can veto any proposal by the executive and impose a policy which yields $\Delta_0 \in [\Delta_L, \Delta_H]$. One interpretation of this is as maintaining a status quo rather than allowing policy activism.\(^{20}\) The key assumption is that this is a moderating influence since the payoff of this policy lies between the bad and good outcomes achieved under pure executive discretion.

We model the imposition of this default outcome in a reduced-form way, supposing that $\Delta_0$ is imposed with probability $\phi_J (J \in \{L, H\})$ when the executive would have generated growth of $\Delta_J$. If $\phi_H > 0$, the constraint results in discretion sometimes being removed even when the outcome would have been $\Delta_H$. However, if $\phi_L < 1$, the legislature can prevent a policy error that would have resulted in a payoff of $\Delta_L$. Thus the pair $\{\phi_H, \phi_L\}$ represent the competence of the legislature.

Now define:

$$\tilde{\Delta}_J = [(1 - \phi_J) \Delta_J + \phi_J \Delta_0].$$

Using this, the key model parameters determining productivity growth are:

$$\kappa (S) = \lambda \tilde{\Delta}_H + (1 - \lambda) \tilde{\Delta}_L$$

and

$$\sigma^2_\varepsilon (W) = \lambda (1 - \lambda) \left[\tilde{\Delta}_H - \tilde{\Delta}_L\right]^2 + \sigma^2_\omega.$$ 

Comparing this to the case without executive constraints, these parameters now depend not only on the competence of the executive, $\lambda$, but also the competence of the legislature $\{\phi_H, \phi_L\}$ and the quality of the default policy $\Delta_0$.\(^{21}\)

3.1.3 Empirical Implications

We now develop two implications of the theory which are crucial to developing an empirical application. The first is a prediction about productivity growth across political regimes and the second concerns the impact on investment.

For productivity growth and volatility we have:

**Proposition 1** Trend productivity growth may be higher or lower with strong executive constraints, i.e.

$$\kappa (S) \geq \kappa (W) \text{ as } \lambda \phi_H [\Delta_H - \Delta_0] + (1 - \lambda) \phi_L [\Delta_L - \Delta_0] \geq 0$$

The variance of the productivity shocks $\varepsilon_t$ is unambiguously lower under strong executive constraints, i.e.$\sigma^2_\varepsilon (S) < \sigma^2_\varepsilon (W)$.

The mean effect depends on whether the constraints predominantly allow good executive discretion and

\(^{20}\)This in the spirit of Tsebelis (2002) who argues that having more veto players increases status quo bias in political systems.

\(^{21}\)In Besley and Mueller (2014), $\lambda$ is derived as an endogenous variable and also varies with executive constraints.
eliminate bad use of discretionary policy. However, the reduction in the variance holds regardless of this as long as the default policy induces moderation, i.e. \( \Delta_0 \in [\Delta_L, \Delta_H] \). If executive constraints always impose the default \( \phi_H = \phi_L = 1 \) then productivity growth \( \kappa(S) = \Delta_0 \) always and the model features no volatility due to policy. The model has, as another special case, a perfectionist view of executive constraints in which \( \phi_H = 0 \) and \( \phi_L = 1 \). In this case the outcome \( \Delta_L \) is replaced by \( \Delta_0 \) under strong executive constraints.\(^{22}\)

We now use this comparison to derive implications for investment with and without executive constraints. The optimal capital stock, and hence investment, at the firm level depend on the expected productivity growth and its volatility. Investors should therefore react to changes in these. Following the evidence above, we are interested in understanding the implications for foreign owned firms and hence investment. But if we had good country level firm or sector specific data on firms, this too could be used. This underlines the benefit of having accurate data on investment at the sector-level for a large number of countries. We will now state the empirical prediction specifically to emphasize the link to the data.

We show in the appendix that the optimal capital stock for firm \( i \) is given by

\[
\ln K_i^*(\delta) = \ln C_i - \frac{(1 - \alpha \eta)(1 - \eta)}{2(1 - \eta + (1 - \alpha) \alpha \eta^2)} \sigma^2_\varepsilon(\delta) \\
+ \frac{\alpha \eta (1 - \eta)}{1 - \eta + (1 - \alpha) \alpha \eta^2} \kappa(\delta) + \ln \left( (\Gamma_{t-1})^{\alpha \eta} \frac{1}{1 - \alpha + (1 - \alpha) \alpha \eta^2} \right)
\]

(4)

where \( C_i \) is a sector-specific constant. Equation (4) shows that investment incentives follow the deep parameters of the productivity growth process. In this way changes in the political institutions \( \delta_t \in \{W, S\} \) have a direct implication for investments given by:

**Proposition 2** The optimal capital stock of foreign firms is increasing in \( \kappa(\delta) \) and decreasing in \( \sigma^2_\varepsilon(\delta) \).

Thus, the model predicts that investment will respond to changes in \( \{ \kappa(\delta), \sigma^2_\varepsilon(\delta) \} \). This gives an immediate link to the reduced-form findings above where we found that inflows of investment were higher under strong executive constraints. However, since Proposition 1 shows that \( \kappa(\delta) \) can increase or decrease under strong executive constraints, the overall prediction for investment from the adoption of executive constraints using the theoretical model is ambiguous.\(^{23}\)

Proposition 2 motivates trying to decompose the outcome into an effect coming through both \( \kappa(\delta) \) and \( \sigma^2_\varepsilon(\delta) \). To that end, we will first estimate \( \kappa(\delta) \) and \( \sigma^2_\varepsilon(\delta) \) from aggregate growth data. We show in the Appendix, that mean growth, \( \mu_g(\delta) \), and the variance of growth \( \sigma^2_g(\delta) \) can be used to derive estimates of

\(^{22}\)The key assumption that drives the comparison of the variances is that \( \Delta_0 \geq \Delta_L \), i.e. that the legislature can never makes things worse by vetoing what the executive does.

\(^{23}\)The model does not predict any sector level heterogeneity in the effect of aggregate productivity shocks on \( \ln K_i^* \). We test this prediction below.
the productivity parameters \(\{\hat{k}(\delta), \hat{\sigma}^2_\varepsilon(\delta)\}\) from:

\[
\hat{k}(\delta) = \frac{1 - \eta + \alpha \eta}{\alpha \eta} \hat{\mu}_g(\delta) + \frac{1 - \alpha \eta^2 + \alpha^2 \eta^2}{2(\alpha \eta)^2} \hat{\sigma}^2_g(\delta)
\]

and

\[
\hat{\sigma}^2_\varepsilon(\delta) = \left(\frac{\hat{\sigma}_g(\delta)}{\alpha \eta}\right)^2.
\]

In the following section we will use the estimated parameters \(\{\hat{k}(\delta), \hat{\sigma}^2_\varepsilon(\delta)\}\) from equations (5) and (6) to explain investment inflows motivated by (4). This will allow us to decompose the effect of adopting strong executive constraints into an effect operating through a change in trend growth and a change in the variance of productivity shocks. In line with Proposition 1, we will see whether the variance reduction can explain the reduced form finding in the previous section.

3.2 Evidence

We will first show that executive constraints do indeed affect the mean and variance of growth in line with our political model. We then use equations (5) and (6) to construct empirical measures of expected productivity in different political regimes, \(\{\hat{k}(\delta), \hat{\sigma}^2_\varepsilon(\delta)\}\).

As a final step we estimate a model of investment in which \(\hat{k}(\delta)\) and \(\hat{\sigma}^2_\varepsilon(\delta)\) drive investment decisions. This allows us to explore heterogeneous responses to institutional change via the mechanism suggested by Proposition 2.

3.2.1 Executive Constraints and Growth

There are strong empirical regularities in the relationship between growth and executive constraints. The core facts are illustrated in Table 3, panel A which gives some summary statistics for real GDP per capita growth from the Penn World Tables differentiated according to whether a country has strong or weak executive constraints. The first part of the table summarizes the raw data for the full sample of countries between 1970 and 2010. The sample of country/year observations with strong executive constraints grew by 2.2 percent on average while the sample with weak executive constraints grew by 1.9 percent on average. This difference in average growth between the two groups is negligible and is not statistically significant. There is, however, a large difference in the second moments between the two groups. The variance of growth is roughly 3.5 times higher in the sample of countries with weak executive constraints and the difference is statistically significant at 5%.

This observation is consistent with the prediction in Proposition 1.

The second part of Table 3, panel A shows that this difference across regimes based on variation in political institutions is not driven purely by cross-sectional differences in growth. This observation is important in light of the well-known fact that poorer countries, which tend to have weak executive constraints, also

\[24\text{The F statistics of the test in the full sample is } F = 3.8.\]
have more volatile growth rates.\textsuperscript{25} If we restrict the sample to those countries that spent at least five years in both strong and weak executive constraints between 1970 and 2010, the same basic picture emerges of a similar level of growth along with lower variance when strong executive constraints are introduced.

The evidence in Table 3 suggests that a change from strong to weak executive constraints induces a mean preserving spread in growth rates. Figure 5 confirms this visually by plotting Kernel densities for growth rates under strong and weak executive constraints. The distribution of growth rates is approximately normal. The more extreme outcomes (high and low) under weak executive constraints are clearly visible. The share of country/year observations with a negative growth rate under weak executive constraints is 32 percent but only 22 percent under strong executive constraints despite very similar average growth rates.

Prima facie, this finding gives credence to the idea that we might explain the reduced-form finding above as being due to a reduction in risk as measured by the volatility of productivity growth. Under the assumption that investors understand this relationship, we should expect an effect on investment from lower volatility. Equations (5) and (6) allow us to move from the mean and variance of growth to the parameters which affect investment according to the theory. To illustrate we use these equations and the growth summary statistics in Table 3, panel A to produce estimates of \{\hat{\kappa}(\delta), \hat{\sigma}_x^2(\delta)\} in Panel B. We need to postulate values of \(\alpha\) and \(\eta\) for this purpose and we set them \(\alpha = \frac{2}{3}\) with \(\eta = \frac{3}{4}\).\textsuperscript{26} Unsurprisingly, in light of (6), our observation on the variance of growth maps into a prediction about \(\hat{\sigma}_x^2(\delta)\). The variance under weak executive constraints is about four times higher than the variance under strong executive constraints.

\subsection*{3.2.2 Updating}

According to our theory, investment is affected by expectations about the key parameters: \{\hat{\kappa}(\delta), \hat{\sigma}_x^2(\delta)\}. We would expect such expectations to be informed by country-specific as well as world experiences of growth under strong and weak constraints.\textsuperscript{27} If a country has never been in strong executive constraints, then we need to decide what is a reasonable expectation about the change in \(\kappa(\delta)\) and \(\sigma_x^2(\delta)\) that takes place. This could simple be based on past global experience or it could take into account the experience of the country in question. So, for example, after five years in strong executive constraints, it seems reasonable to think that the country’s own growth experience will become salient to investors rather than just the average experience of all countries in the world.

We approach this issue by building a Bayesian model of expectations formation for beliefs about trend productivity growth and its variance across political regimes. We show that this leads naturally to a “treatment effect” from strong executive constraints which is heterogenous with respect to the timing and a country’s experience. This seems natural. For example, the East Asian crisis of the mid-1990s is in our time period and countries which made a transition before or after that would surely have taken that experience into account when assessing volatility. Moreover, some countries may have experienced greater

\textsuperscript{25} See, for example, Koren and Tenreryo (2007).
\textsuperscript{26} Changing these assumptions in a reasonable interval does not change our results much.
\textsuperscript{27} This idea is similar in spirit to Buera et al (2011) which studies the diffusion of policy across nations as a learning process.
reductions in growth volatility depending on their starting point.

Our model is a standard Bayesian learning model with normally distributed shocks. It provides a natural framework to construct the expected trend productivity growth and variance as a function of the political regime, \{\kappa_{ct}(\delta), \sigma_{ct}(\delta)\}. The procedure we propose has two steps. First, we use standard formulae to model evolving expectations of \( \hat{\sigma}^2_g(\delta) \) and \( \hat{\mu}_g(\delta) \). These are updated over time in the light of new data realizations. Second, we use these estimates to calculate the parameters of productivity growth using (5) and (6).

### Applying Bayesian Updating to Growth Data

Consider a sample of countries which move between weak to strong executive constraints in the period for which we have investment data, i.e. 1983-2010. For countries that adopt strong (or weak) executive constraints for the first time, we suppose that investors use the growth experiences of other countries that have had strong executive constraints to form their prior. Specifically, we allow the prior belief to be based on observations for all countries between 1970 and the date at which the transition to strong executive constraints takes place in country \( c \). For the subsequent updating, we consider two possibilities:

#### Worldwide updating:

Here we suppose that investors continue to use information on all countries as they update their estimate of the mean and variance of growth. This approach limits the extent to which the effect of institutional transitions is heterogeneous by country.

The regressors that we include to represent the expected mean and variance in this case are:

\[
\bar{\mu}_{ct} = \Omega(\delta_{ct}) \hat{\mu}_g(S, t) + [1 - \Omega(\delta_{ct})] \hat{\mu}_g(W, t) \tag{7}
\]


and

\[
\bar{\text{var}}_{ct} = \Omega(\delta_{ct}) \hat{\sigma}^2_g(S, t) + [1 - \Omega(\delta_{ct})] \hat{\sigma}^2_g(W, t) \tag{8}
\]

where \( \hat{\sigma}^2_g(\delta, t) \) is the sample variance of growth in regime \( \delta \) for all countries between 1970 and time \( t \) and \( \hat{\mu}_g(\delta, t) \) is the sample mean growth in regime \( \delta \) for all countries between 1970 and time \( t \).\(^{28}\) Variation in \( \{\bar{\mu}_{ct}, \bar{\text{var}}_{ct}\} \) across countries, in this case, comes purely from them having different transition dates.

Using this measure, a change from \( \delta_{ct} = W \) to \( \delta_{ct} = S \) reduces the expected variance of growth, \( \bar{\text{var}}_{ct} \), (on average) from 0.029 to 0.007, i.e. by about 0.022. The mean and variance are updated annually in response to the world-wide experience of growth in different institutional regimes. The late 1990s saw a significant increase in the growth volatility in countries with weak executive constraints, \( \hat{\sigma}^2_g(W, t) \), due to the East Asian crisis followed by a later decline.\(^{29}\)

---

\(^{28}\)The formula ignores that \( \sigma^2_t(\delta) \) and \( \mu_t(\delta) \) are constructed from a finite sample. Given the size of almost 2000 observations this has very little effect.

\(^{29}\)Appendix Figure A3 shows how the beliefs about the standard deviation of GDP growth changed over time in the two regimes.
Country-specific updating: We now allow the mean and variance to be updated based on a particular country’s growth experience when it adopts strong executive constraints. To explain this, suppose that a country has a single transition in our data period. When country \( c \) transitions we proceed as above, basing the prior for the new regime on all countries in the world from 1970 onwards. Specifically, we use growth data between 1970 and time \( t \) from all countries to construct the following data moments:

\[
G_1(\delta, t) = \hat{\mu}_g(\delta, t) \quad \text{and} \quad G_2(\delta, t) = \hat{\sigma}_g^2(\delta, t) + \hat{\mu}_g^2(\delta, t).
\]

When a country transitions, the issue of arises of how much weight (\( D \)) to assign to the history of other countries, i.e. how much weight to give to \( G_1(\delta, t) \) and \( G_2(\delta, t) \). In general, we can write the updated country-specific mean of growth as

\[
\hat{\mu}_{gct}(\delta, \tau(c) + D) = \frac{D \times G_1(\tau(c), \delta) + \sum_{s=1}^{t} g_{cs}(\delta)}{D + t}
\]

where \( t \) is the time that a country is in a regime \( \delta = S, W \) and \( \tau(c) \) is the year in which the country transitioned into this regime. In general the estimate of mean growth at \( t > \tau(c) \) is a weighted average between \( G_1(\tau(c), \delta) \) and \( \sum_{s=1}^{t} g_{cs}(\delta) \). A higher value of \( D \) means that more weight is given to the growth history of other countries with the same institutions. Analogously we have

\[
\hat{\sigma}_{gct}^2(\delta, \tau(c) + D) = (D + t) \times \left[ \frac{D \times G_2(\tau(c), \delta) + \sum_{s=1}^{t} [g_{cs}(\delta)]^2}{(D + t - 1)(D + t)} - \left[ \frac{D \times G_1(\tau(c), \delta) + \sum_{s=1}^{t} g_{cs}(\delta)}{(D + t)} \right]^2 \right]
\]

using the standard formula for updating the sample variance of a normally distributed variable.

We will vary the weight placed on the initial value compared to the country-specific, post-transition history and consider three cases: \( D = 2 \), \( D = 10 \), \( D = 100 \) and \( D = 1000 \). For \( D = 1000 \), the country’s growth history under the new regime receives almost no weight. At the other extreme where \( D = 2 \), the growth experience in other countries receives little weight. By experimenting with different weights, we will assess the sensitivity of our findings.

To construct the predicted mean and variance as a function of institutions, we now use:

\[
\overline{m}_{ct} = \Omega(\delta, c) \hat{\mu}_{gct}(S, t) + [1 - \Omega(\delta, c)] \hat{\mu}_{gct}(W, t)
\]

(9)

---

30 The same basic approach can be used to form in expectations when there are multiple institutional transitions. In such cases, we assume investors recall what happened previously in a particular institutional regime. Our results are all robust whether or not we include countries with multiple transitions.

31 So see this set \( D = 0 \) which gives the standard sample variance formula \( \hat{\sigma}_{ct}^2(\delta, 0) = \frac{t \times \sum_{s=1}^{t} g_{cs}(\delta) - \left( \sum_{s=1}^{t} g_{cs}(\delta) \right)^2}{(t-1)t} \).
and

\[ \hat{\varrho}_{ct} = \Omega (\delta_{ct}) \hat{\sigma}_{\text{gct}}^2 (S, t) + [1 - \Omega (\delta_{ct})] \hat{\sigma}_{\text{gct}}^2 (W, t) \]  

(10)

where the estimates of \( \{ \hat{\mu}_{\text{gct}} (\delta, t), \hat{\sigma}_{\text{gct}}^2 (\delta, t) \} \) are now country-specific. This model of expectations formation is in effect allowing for a heterogeneous effect on investment of an institutional transition based on the regime-specific growth history for all countries as well incorporating heterogeneity through learning from a country’s growth experience in a regime. The Bayesian learning framework imposes a specific form of heterogeneity. However, by varying \( D \), we can give different weights to the two elements that go into the calculation of the expected mean and standard deviation of growth.

**Trend Productivity Growth and Its Variance** Whether we use worldwide or country-specific estimates of the mean and variance of growth, we can calculate

\[ \hat{\kappa}_{ct} = \frac{1 - \eta + \alpha \eta}{\alpha \eta} \hat{m}_{ct} + \frac{1 - \alpha \eta^2 + \alpha^2 \eta^2}{2 (\alpha \eta)^2} \hat{\varrho}_{ct} \]

\[ \hat{\sigma}_{\text{gct}}^2 = \frac{\hat{\varrho}_{ct}}{(\alpha \eta)^2} \]

Figure 6 provides a first impression of what the data say using country-specific updating. The figure shows the mean estimate of \( \hat{\sigma}_{\text{gct}} \) for \( \delta = W \) in red and \( \delta = S \) in blue and contrasts this with the mean global share of inflows in the two episodes. Figure 6 illustrates clearly that strong executive constraints reduces the estimated variance for most countries.\(^{32}\) The general move in a north-westerly direction is clearly visible in this Figure. The heterogeneity in country experiences is also apparent. The countries in the sample are quite diverse including, for example, Poland, South Africa, Turkey and Argentina. In addition, several countries, like Argentina, move from high executive constraints to low executive constraints. We discuss robustness with regard to the sample below.

**The Relationship to Political risk** One useful way to validate our measures of trend productivity growth and its variance is to see whether they are related to political risk measures produced by the insurance industry which assists multinationals in reducing their exposure to political risk by allowing them to purchase insurance. The providers of this political risk insurance include private market participants, including Sovereign, Zurich, Chubb, Lloyd’s of London, Aon, AIG, and government agencies such as the U.S. Governments’ Overseas Private Investment Corporation (OPIC) or the Belgian insurer Delcredere Ducroire (ONDD). All of these organizations offer political risk insurance for multinational investors. This insurance is distinct from other types of property insurance; these contracts are designed to insure against specific political events. The political risk insurance industry categorizes these political risks into three broad categories: (1) war and political violence, (2) expropriation/breach of contract, and (3) transfer risk.

\(^{32}\) We exclude the Lebanon from Figure 6 and our subsequent calculations. Appendix Figure A4 makes clear that the weak executive constraints episode in the country is an extreme outlier.
We collected data on political risk evaluations from ONDD who, according to their annual report, insured transactions worth about 7 billion EUR in 2011. The variable we use measures the risk of a credit default for reasons beyond the control of the debtor, i.e. due to political or financial macroeconomic events. We choose this variable because it provides the most consistent time-series. ONDD measures both short- and mid-term risk on a scale from 1 (low risk) to 7 (high risk).

Table 4 explores the association between political risk as measured by the ONDD and our two constructed measures. In order to identify the effect of political risk, we exploit changes in the executive constraints regime $\delta$ and control for country fixed-effects in all regressions. Both $\hat{\sigma}_{sct}^2$ and $\hat{\kappa}_{ct}$ are correlated with political risk as measured by the ONDD. Consistent with our theory, higher values of $\hat{\sigma}_{sct}^2$ are associated with higher political risk as assessed by insurers. This is true regardless of whether we use the model with worldwide updating or with country-specific updating. Moreover, the results are robust to all the values of $D$ that we tried.

Table 4 reports coefficients which are normalized by the standard deviation. Thus, the coefficient in Table 4, column (2) implies that a one standard deviation increase in $\hat{\sigma}_{sct}^2$ is associated with a 1 point increase in short term risk as measured by ONDD (about half a standard deviation). Note that the association between our measure of volatility and the ONDD risk measure weakens somewhat as $D$ is lowered.

Higher expected trend productivity growth, $\hat{\kappa}_{ct}$, is associated with lower risk and at a similar magnitude. There are many reasons beyond the theory why this might be the case. For example, credit default risk may lower with higher productivity growth. In terms of the theory presented in section (3.1.2) this suggests that political risk evaluations could be correlated with $\lambda$, the competence of the executive.

### 3.2.3 Empirical Approach and Results

We now run the following regressions where instead of including strong executive constraints directly, we use our estimates of trend productivity growth and the variance of productivity as a conduit for such constraints to affect outcomes. The sector-level specification is:

$$E \{ x_{sct} : \alpha_{cs}, \hat{\sigma}_{sct}^2, \hat{\kappa}_{ct}, y_{ct} \} = \exp(\alpha_{cs} + \gamma_1 (\hat{\sigma}_{sct}^2) + \gamma_2 (\hat{\kappa}_{ct}) + \log X_{st})$$  \hspace{1cm} (11)$$

where $x_{sct}$ is the inflow of investment in sector $s$ in country $c$ in year $t$. We will also look at specifications where we use the total flow at the country level, i.e.

$$E \{ \bar{x}_{ct} : \alpha_{cs}, \hat{\sigma}_{sct}^2, \hat{\kappa}_{ct}, y_{ct} \} = \exp(\alpha_{c} + \gamma_1 (\hat{\sigma}_{sct}^2) + \gamma_2 (\hat{\kappa}_{ct}) + \log X_{t})$$  \hspace{1cm} (12)$$

---

33 We use their “short-term” risk measure. Results are similar to using the “mid-term” risk measure instead.

34 In Appendix Table A2 we show that there is a link between executive constraints, the risk rankings provided by ONDD and the protection of property rights from the International Country Risk Guide (ICRG). On average, countries with strong executive constraints have an ONDD risk ranking which is 2 points (about one standard deviation) lower than countries with low executive constraints.
where \( \bar{\pi}_{ct} \) is the inflow of investment in country \( c \) in year \( t \). As before we use the exposure model which controls for global investment flows. In both of these specifications, we expect \( \gamma_1 < 0 \) and \( \gamma_2 > 0 \).

In Table 5, column (1) we run a regression in which we use the time-varying estimates of the relevant variance and mean from the model with worldwide updating. Panel A shows results for the sector level and panel B shows results for the country level. All variables in Table 5 are normalized by their standard deviation.

The results in column (1) of Table 5 indicates that an increase of the variance by one standard deviation reduces investment flows by 34 percent. Among the countries that switched we have, on average, \( \hat{\sigma}^2_{\pi_{ct}}(W) - \hat{\sigma}^2_{\pi_{ct}}(S) = 0.02 \) which is by about two standard deviations.\(^{35}\) Thus, the adoption of strong executive constraints would have boosted investment inflows by over 60 percent by changing investor’s expectations from \( \hat{\sigma}^2_{\pi_{ct}}(W) \) to \( \hat{\sigma}^2_{\pi_{ct}}(S) \).

In columns (2) to (5) we look at four versions of country-specific updating. Column (2) reports results when we put a lot of weight on the previous worldwide experience \( (D = 1000) \). We reduce this weight to \( D = 100 \) in column (3), \( D = 10 \) in column (4) and \( D = 2 \) in column (5).\(^{36}\) At \( D = 1000 \) the entire weight is given to the prior which is coming from the growth histories in all countries. As \( D \) decreases, investors increasingly form beliefs about a country’s productivity growth process from the history of that country alone. The mean number of years in strong executive constraints is about 10 which implies that with \( D = 10 \), half the weight in the the calculation of the productivity growth parameters is based on country’s own experience.

The results for \( D = 10 \) in column (4), Panel A suggests that a decrease in the variance of productivity growth by one standard deviation increases investment by about 90 percent. Thus, due to the reduction in volatility, the investment rate almost doubles with the adoption of strong executive constraints.

The structure of our empirical model in equation (11) assumes that firms maximize profits by investing in countries independently of their investments in other countries. An alternative view is that firms conduct investment as portfolio investments in which the covariance of the investment return with the existing investment portfolio matters. A full exploration of this alternative lies beyond the scope of this paper.

However, it is worth noting that we do not find that the covariance with mean productivity growth in either the Netherlands, the OECD or the World has a significantly negative influence on investments.\(^{37}\)

The results consistently suggest that \( \hat{\gamma}_1 < 0 \) which is consistent with the idea that strong executive constraints change investment inflows because investors expect the country to have a less volatile policy climate.\(^{38}\) Furthermore, the variation across models in Table 5, Panel B is similar to the pattern we found in Table 4. This suggests that the construction of our measure from the GDP growth variance captures factors

\(^{35}\)There is some time variation, particularly in \( \hat{\sigma}^2_g(W,t) \). We explored the fact that \( (\hat{\sigma}^2_{\pi_{ct}}(W) - \hat{\sigma}^2_{\pi_{ct}}(S)) \) varies across time. Indeed, we find that the adoption of strong constraints at times of a larger difference in volatility is associated with a larger increase inflows.

\(^{36}\)The value \( D = 2 \) is the lowest possible value that is theoretically sound given the updating formula.

\(^{37}\)Results are presented in Table A3.

\(^{38}\)In Appendix Table A4 we also show that the same pattern emerges using the OECD data. In Table A5 we use Dutch positive net inflows. In Table A6 we report results with different samples.
that influence both operational risk evaluations and investment. It bears remarking that the correlation between the estimated productivity variance and ONDD risk and investment appears to fall slightly with $D$ which is consistent with the idea that priors are important for both risk evaluations and economic behavior. If our model is correct then investors learn from the performance of other countries when they evaluate rare institutional changes.

Our estimates of $\hat{\gamma}_2$ suggest that investors also respond to an improved outlook for trend productivity growth. An increase by one standard deviation increases investment inflows by between 37 and 96 percent. Thus, columns (2) to (4) emphasize that investment is, in principle, responsive to changes in trend productivity growth. However, on average trend productivity growth changes very little between strong and weak executive constraints and the adoption of strong executive constraints has very little impact through this channel. This will become even more clear when we explore the heterogeneity of transitions across countries in the following section.

### 3.2.4 The Heterogeneous Effect of Institutional Transitions

One advantage of fitting a specific model to the data compared to the difference-in-difference results is that we can gain an insight into heterogeneous effects across countries from institutional changes based on a specific mechanism. To do this, we can exploit both time-series and cross-sectional variation in $\{\overline{mn}_{ct}, \overline{var}_{ct}\}$. Countries have benefitted differentially from adopting strong constraints depending on their own particular reduction in policy risk and the effect this had on subsequent investment flows.

To illustrate the importance of heterogeneity across countries, we show how our model can be used to account for changes investment inflows for each country according to their specific experience.

We construct counterfactuals in which we imagine that the adoption of strong executive constraints did not change either the mean or the standard deviation of growth. We then compare these counterfactuals to the actual values of the fitted model to gain an estimate of the investment flow due to the path of $\{\overline{mn}_{ct}, \overline{var}_{ct}\}$ taken by a country according to our model. This gives us an estimate of the change in investment flows which can be attributed to the changing mean and variance for each country.

Table 6 column (1) gives the average yearly investment inflows during the episode of strong executive constraints for each country that changed institutions over our time period.\(^{39}\) Flows varied significantly between countries with those in Eastern Europe experiencing gross yearly inflows of more than three billion EUR per year. To generate the predicted flows in column (2), we use the estimates from Table 4, column (4), Panel B. The fitted values in column (2) predict the country experience reasonably well.\(^{40}\)

Columns (3) and (5) report two estimates of how the trend and variance in productivity growth matter for each country. In column (3), we predict investment inflows supposing that $\overline{mn}_{ct}$ had not change when strong executive constraints were introduced. For each country this gives a counterfactual investment inflow

---

\(^{39}\)We report results for a sub-set of countries that permanently adopted strong executive constraints in Table A7. This table uses the estimates in Table A6, column (4).

\(^{40}\)If we run a linear OLS regression of actual and fitted FDI flows for both strong and weak executive constraints we get an adjusted R-squared of 0.67.
holding all other influences on investment fixed. We can then compare this to the prediction based on the actual path of \( \bar{\mu}_{ct} \) that we have calculated for each country. In column (5) we do something similar holding the the variance of productivity growth fixed as our counterfactual. Heterogeneity across countries in these estimates is now dependent on a country’s growth history and its effect on \( \{\bar{\mu}_{ct}, \bar{\text{var}}_{ct}\} \).

Column (4) looks at mean growth, \( \bar{\mu}_{ct} \) by comparing columns (2) and (3). It reports the log difference between inflows with and without the country-specific change in trend growth. There is a wide range of estimates. A number like -43% in the case of Hungary suggests that the decline in trend growth in Hungary reduced investment inflows by about 43 percent compared to the counterfactual. Column (4) also illustrates why the impact of strong executive constraints through mean growth is fairly small on average. A similar number of countries have positive and negative experiences with some seeing improved and others deteriorating growth after adopting strong executive constraints. On average, the mean effect of adoption is very close to zero which is in line with the reduced form effect. This heterogeneity is in line with the predictions of our theoretical model and suggests that there is heterogeneity in the performance of countries under weak and strong executive constraints.

Column (6) reports the implications of changes in the variance of growth, \( \bar{\text{var}}_{ct} \), by comparing columns (2) and (5). The counterfactual is now the adoption of strong executive constraints without a change in (expected) variance. The estimates are now uniformly positive, illustrating that the reduction in \( \bar{\text{var}}_{ct} \) led to an increase in investment inflows in all countries which adopted strong executive constraints in our data. In some countries the counterfactual suggests a very large impact of the variance reduction. For example, we predict that yearly gross investment flows into Poland would have been about 2 billion EUR less if strong executive constraints had not lowered the expected variance of productivity growth. According to our model, Turkey would have experienced a reduction of gross investment inflows by over 600 million EUR without the variance reduction. Many more countries from all regions of the world are estimated to have benefitted massively from the reduction of growth volatility.

Of course, it could easily be the case that forcing the effect of institutions to work through trend productivity growth and the volatility of productivity growth is limiting. However, one finding is that the model does a very decent job at predicting the magnitude of the average experience, it predicts an overall impact of a change from weak to strong executive constraints of around 100 percent in investment inflows which is similar in magnitude to what we found in the reduced-form approach.

The results in Table 6 illustrate the importance of understanding the range of experience from a change in institutions which depend, according to the mechanism under investigation here, on the specific performance in terms of the mean and volatility of productivity growth. The average effects from difference-in-difference masks the possibility that the benefits from institutional change are likely to be country specific based on how average productivity and volatility change when institutional reforms take place.

4 Concluding Comments

Much of the literature on the importance of institutions is unspecific about the mechanism at work. Having observed a robust reduced-form relationship between investment inflows and strong executive constraints, we have suggested a political economy approach. The starting point is the observation that, while mean
effects are equivocal, there is a robust link between strong executive constraints and reduced volatility in
growth. This motivates an economic channel working through risk and investment incentives where capital
is committed before productivity shocks are realized.

Nothing in our analysis proves that the mechanism by which institutions matter for investment is through
changes in the profile of productivity growth. But we feel that there is value in specificity and moving
beyond reduced-forms. In particular, there is the discipline of articulating and then specifying a model for
empirical purposes. This gives insights into potential sources of heterogeneity. We have also shown the
predictions from the economic model are close (on average) to the magnitudes suggested by the reduced-
form correlations. This would be impossible to know without first specifying a model and estimating the
quantitative magnitudes.

We have provided both an empirical method and a theoretical framework in which to study the impact
of political risk on economic activity. Political risk in our framework is generated by the fact that political
actors directly affect productivity growth which implies that political risk can be studied with growth data.
We have shown that the resulting measures of risk are correlated with risk evaluations of market actors and
investment behavior both from the Netherlands and the OECD more generally.

We have formulated a theory and an approach which does not differentiate between investment by
foreign owned firms in a sector. Indeed, unless domestic firms are somehow insulated from policy-induced
productivity shocks, the theory should apply equally well to domestic firms. The reason to focus on
investment flows by foreign firms in our study comes from the fact that we have good data for Dutch
multinationals for a range of countries which have reformed their political institutions over the relevant time
period. It would be interesting in future to test the ideas developed here for domestic firms where we would
expect similar considerations to emerge.

The results developed here offer a specific take on more general debates about the causes and consequences
of political risk. Modern approaches to economic growth such as Aghion and Howitt (2006) have argued
persuasively that the policy environment for growth is of first-order importance. An important role for
political institutions can be to provide predictability in that policy environment, reducing policy risk. The
benefits of improving institutions then go beyond mean comparisons and suggest a role for the impact of
institutions on volatility. While investment is only one window on the economic consequences of this,
discussions of risk are paramount in such cases. But there is a wider set of concerns about how policy risk
due to weak institutions can have economic consequences and which merit further investigation.
References


### Table 1: Executive Constraints and Foreign Investment

#### Panel A: Sector Level

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Investment Inflow</th>
<th>(2) Investment Inflow</th>
<th>(3) Investment Inflow</th>
<th>(4) Investment Inflow</th>
<th>(5) Investment Inflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>strong executive constraints</td>
<td>0.802*** (0.210)</td>
<td>0.830*** (0.224)</td>
<td>0.799*** (0.212)</td>
<td>1.043*** (0.252)</td>
<td>0.100** (0.0450)</td>
</tr>
<tr>
<td>high openness</td>
<td>-0.117 (0.230)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>high competitiveness</td>
<td>0.352 (0.226)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP per capita</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.32e-06 (9.84e-06)</td>
</tr>
<tr>
<td>years of schooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0214 (0.0683)</td>
</tr>
<tr>
<td>country fixed effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>exposure: total FDI flow</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Observations</td>
<td>31,631</td>
<td>31,631</td>
<td>31,631</td>
<td>8,472</td>
<td>31,631</td>
</tr>
<tr>
<td>Number of country/sectors</td>
<td>1,319</td>
<td>1,319</td>
<td>1,319</td>
<td>1,440</td>
<td>1,319</td>
</tr>
</tbody>
</table>

#### Panel B: Country Level

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Investment Inflow</th>
<th>(2) Investment Inflow</th>
<th>(3) Investment Inflow</th>
<th>(4) Investment Inflow</th>
<th>(5) Number of Sectors with Inflow</th>
<th>(6) Investment Inflow (from OECD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>strong executive constraints</td>
<td>0.677** (0.299)</td>
<td>0.733** (0.301)</td>
<td>0.675** (0.301)</td>
<td>0.910** (0.374)</td>
<td>0.130** (0.0644)</td>
<td>0.595*** (0.221)</td>
</tr>
<tr>
<td>high openness</td>
<td>-0.200 (0.126)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>high competitiveness</td>
<td>0.476 (0.307)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP per capita</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.90e-07 (1.14e-05)</td>
<td></td>
</tr>
<tr>
<td>years of schooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00522 (0.0743)</td>
<td></td>
</tr>
<tr>
<td>country fixed effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>exposure: total FDI flow</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Observations</td>
<td>3,859</td>
<td>3,859</td>
<td>3,859</td>
<td>840</td>
<td>3,859</td>
<td>3,736</td>
</tr>
<tr>
<td>Number of countries</td>
<td>154</td>
<td>154</td>
<td>154</td>
<td>140</td>
<td>154</td>
<td>154</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. All columns report results from a fixed effects poisson regression. Columns (1) to (4) and (6) use the exposure option. The exposure variable is the sum of foreign investment flows in the same year. Dependant variable in columns (1) to (4) is the gross investment inflow from the Netherlands into the country or country/sector. Column (5) uses a dummy that records a positive inflow in Panel A and the number of sectors with inflows in Panel B. Dependant variable in column (6) is the flow of investment from all OECD countries. Column (4) uses 5-year averages of the executive constraint variable for the five years around 1985, 1990, 1995, 2000, 2005 and 2010. All explanatory variables are lagged by one year except for in column (4).
Table 2: Additional Results and Robustness

Panel A: Sector Level

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Investment Inflow</th>
<th>(2) Investment Inflow</th>
<th>(3) Investment Inflow</th>
<th>(4) Net Inflows</th>
<th>(5) Share of Global Flows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property Rights</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post Cold War</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time Dummies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment Inflow</td>
<td>0.771***</td>
<td>0.783***</td>
<td>0.665***</td>
<td>0.804***</td>
<td>0.929***</td>
</tr>
<tr>
<td>(0.210)</td>
<td>(0.267)</td>
<td>(0.209)</td>
<td>(0.210)</td>
<td></td>
<td>(0.194)</td>
</tr>
<tr>
<td>protection of property rights</td>
<td>0.216***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0664)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>country/sector fixed effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>exposure: total FDI flow</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>year fixed effects</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Observations</td>
<td>11,226</td>
<td>24,026</td>
<td>31,631</td>
<td>30,892</td>
<td>31,631</td>
</tr>
<tr>
<td>Number of country/sectors</td>
<td>863</td>
<td>1,290</td>
<td>1,319</td>
<td>1,289</td>
<td>1,319</td>
</tr>
</tbody>
</table>

Panel B: Country Level

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Investment Inflow</th>
<th>(3) Investment Inflow</th>
<th>(5) Investment Inflow</th>
<th>(4) Investment Inflow</th>
<th>(6) Share of Global Investment Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property Rights</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post Cold War</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time Dummies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment Inflow</td>
<td>0.707***</td>
<td>0.631*</td>
<td>0.679**</td>
<td>0.549*</td>
<td>0.722**</td>
</tr>
<tr>
<td>(0.264)</td>
<td>(0.365)</td>
<td>(0.300)</td>
<td>(0.287)</td>
<td>(0.289)</td>
<td></td>
</tr>
<tr>
<td>protection of property rights</td>
<td>0.268***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0926)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>country fixed effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>exposure: total FDI flow</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>year fixed effects</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Observations</td>
<td>1,627</td>
<td>2,853</td>
<td>3,859</td>
<td>3,832</td>
<td>3,859</td>
</tr>
<tr>
<td>Number of countries</td>
<td>116</td>
<td>154</td>
<td>154</td>
<td>153</td>
<td>154</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. All columns report results from a fixed effects poisson regression. Dependant variable in columns (1) to (3) is the gross investment flows from the Netherlands into the country or country/sector. Dependant variable in column (4) is the net investment flow from the Netherlands conditional on the flow being positive. Dependant variable in column (5) is the share of global investment flows that goes into country or country/sector. All explanatory variables are lagged by one year. Column (2) uses only data after 1991.
Table 3: Executive Constraints and Growth (1970-2010)

**Panel A: GDP per Capita Growth Data**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Constraints</th>
<th>Obs</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>whole sample</td>
<td>strong executive constraints</td>
<td>1676</td>
<td>0.022</td>
<td>0.0019</td>
</tr>
<tr>
<td></td>
<td>weak executive constraints</td>
<td>4002</td>
<td>0.019</td>
<td>0.0069</td>
</tr>
<tr>
<td>countries with at least five years in strong and weak executive constraints</td>
<td>strong executive constraints</td>
<td>534</td>
<td>0.023</td>
<td>0.0019</td>
</tr>
<tr>
<td></td>
<td>weak executive constraints</td>
<td>811</td>
<td>0.021</td>
<td>0.0062</td>
</tr>
</tbody>
</table>

**Panel B: Calculated Productivity Growth (assuming alpha=0.66 and eta=0.75)**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Constraints</th>
<th>Obs</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>whole sample</td>
<td>strong executive constraints</td>
<td>1676</td>
<td>0.040</td>
<td>0.0076</td>
</tr>
<tr>
<td></td>
<td>weak executive constraints</td>
<td>4002</td>
<td>0.046</td>
<td>0.0281</td>
</tr>
<tr>
<td>countries with at least five years in strong and weak executive constraints</td>
<td>strong executive constraints</td>
<td>534</td>
<td>0.042</td>
<td>0.0077</td>
</tr>
<tr>
<td></td>
<td>weak executive constraints</td>
<td>811</td>
<td>0.047</td>
<td>0.0255</td>
</tr>
</tbody>
</table>

Notes: Units are country/years. Sample are all countries between 1970-2010. Growth is GDP per capita growth (not in percent).
<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) Updating on World Data Alone</th>
<th>(2) Updating on Country Data (D = 1000)</th>
<th>(3) Updating on Country Data (D = 100)</th>
<th>(4) Updating on Country Data (D = 10)</th>
<th>(5) Updating on Country Data (D = 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>political risk</td>
<td>0.683*** (0.118)</td>
<td>0.882*** (0.191)</td>
<td>0.695*** (0.191)</td>
<td>0.446** (0.217)</td>
<td></td>
</tr>
<tr>
<td>mean productivity growth (estimated on world level)</td>
<td>-1.012*** (0.0809)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>variance of productivity growth (estimated on country level)</td>
<td>1.023*** (0.214)</td>
<td>0.882*** (0.191)</td>
<td>0.695*** (0.191)</td>
<td>0.446** (0.217)</td>
<td></td>
</tr>
<tr>
<td>mean productivity growth (estimated on country level)</td>
<td>-0.944*** (0.240)</td>
<td>-0.888*** (0.211)</td>
<td>-1.009*** (0.243)</td>
<td>-1.154*** (0.218)</td>
<td></td>
</tr>
<tr>
<td>Country fixed effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Observations</td>
<td>578</td>
<td>578</td>
<td>578</td>
<td>578</td>
<td>578</td>
</tr>
<tr>
<td>Within adj. R-Squared</td>
<td>0.541</td>
<td>0.103</td>
<td>0.167</td>
<td>0.273</td>
<td>0.316</td>
</tr>
<tr>
<td>Number of countries</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. All columns report results from a fixed effects OLS regression. Dependant variable is the political credit risk rating from ONDD. Risk measures the credit default risk in the short term (less than 1 year). The sample is restricted to countries that changed level of executive constraints between high and low executive constraints once and excludes the Lebanon. "D=1000" means that the prior is given a weight equivalent to 1000 country/year observations. This implies that the growth history of the country receives very little weight. "D=2" means that the prior is given a weight equivalent to 2 country/year observation. This gives most weight to the country-specific history. We set beta=0.66 and eta=0.75.
Table 5: Inspecting the Mechanism

### Panel A: Sector Level

<table>
<thead>
<tr>
<th></th>
<th>(1) Updating on World Data Alone</th>
<th>(2) Updating on Country Data (D = 1000)</th>
<th>(3) Updating on Country Data (D = 100)</th>
<th>(4) Updating on Country Data (D = 10)</th>
<th>(5) Updating on Country Data (D = 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VARIABLES</td>
<td>Investment Inflow</td>
<td>Investment Inflow</td>
<td>Investment Inflow</td>
<td>Investment Inflow</td>
<td>Investment Inflow</td>
</tr>
<tr>
<td>variance of productivity growth (estimated on world level)</td>
<td>-0.335***</td>
<td>(0.127)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean productivity growth (estimated on world level)</td>
<td>0.116</td>
<td>(0.0817)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>variance of productivity growth (estimated on country level)</td>
<td>-1.287***</td>
<td>-1.031***</td>
<td>-0.877***</td>
<td>-0.621***</td>
<td></td>
</tr>
<tr>
<td>mean productivity growth (estimated on country level)</td>
<td>0.964**</td>
<td>0.662***</td>
<td>0.337***</td>
<td>0.374**</td>
<td></td>
</tr>
<tr>
<td>country/sector fixed effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>control of total FDI flow</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Observations</td>
<td>7,696</td>
<td>7,668</td>
<td>7,668</td>
<td>7,668</td>
<td>7,668</td>
</tr>
<tr>
<td>Number of country/sectorid</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. All columns report results from a fixed effects poisson regression. Dependent variable is the total investment flows that year (in that sector) that goes into country. All explanatory variables are lagged by one year and weighted by their standard deviations. The sample is restricted to countries that changed level of executive constraints between high and low executive constraints once and excludes the Lebanon. “D=1000” means that the prior is given a weight equivalent to 1000 country/year observations. This implies that the growth history of the country receives very little weight. “D=2” means that the prior is given a weight equivalent to 2 country/year observation. This gives most weight to the country-specific history. We set beta=0.66 and eta=0.75.

### Panel B: Country Level

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VARIABLES</td>
<td>Investment Inflow</td>
<td>Investment Inflow</td>
<td>Investment Inflow</td>
<td>Investment Inflow</td>
<td>Investment Inflow</td>
</tr>
<tr>
<td>variance of productivity growth (estimated on world level)</td>
<td>-0.274</td>
<td>(0.175)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean productivity growth (estimated on world level)</td>
<td>0.116</td>
<td>(0.116)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>variance of productivity growth (estimated on country level)</td>
<td>-1.125**</td>
<td>-1.020***</td>
<td>-0.805***</td>
<td>-0.482*</td>
<td></td>
</tr>
<tr>
<td>mean productivity growth (estimated on country level)</td>
<td>0.885**</td>
<td>0.724***</td>
<td>0.436***</td>
<td>0.541***</td>
<td></td>
</tr>
<tr>
<td>country fixed effects</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>control of total FDI flow</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Observations</td>
<td>881</td>
<td>878</td>
<td>878</td>
<td>878</td>
<td>878</td>
</tr>
<tr>
<td>Number of countries</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
</tbody>
</table>
Table 6: Counterfactual FDI Flows

<table>
<thead>
<tr>
<th>country</th>
<th>mean yearly investment inflows</th>
<th>fitted value of investment inflows</th>
<th>simulated fitted value of investment inflows</th>
<th>effect of change in mean on inflow</th>
<th>simulated fitted value of investment inflows</th>
<th>effect of change in variance on inflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albania</td>
<td>82,958</td>
<td>77,212</td>
<td>38,274</td>
<td>70%</td>
<td>33,135</td>
<td>85%</td>
</tr>
<tr>
<td>Argentina</td>
<td>278,610</td>
<td>275,848</td>
<td>272,328</td>
<td>1%</td>
<td>189,446</td>
<td>38%</td>
</tr>
<tr>
<td>Bolivia</td>
<td>90,527</td>
<td>79,900</td>
<td>121,601</td>
<td>-42%</td>
<td>38,727</td>
<td>72%</td>
</tr>
<tr>
<td>Botswana</td>
<td>11,054</td>
<td>12,277</td>
<td>38,302</td>
<td>-114%</td>
<td>1,794</td>
<td>192%</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>330,221</td>
<td>308,746</td>
<td>741,002</td>
<td>-88%</td>
<td>273,354</td>
<td>12%</td>
</tr>
<tr>
<td>Chile</td>
<td>594,719</td>
<td>599,836</td>
<td>292,535</td>
<td>72%</td>
<td>95,216</td>
<td>184%</td>
</tr>
<tr>
<td>Colombia</td>
<td>240,063</td>
<td>95,481</td>
<td>100,881</td>
<td>-6%</td>
<td>78,804</td>
<td>19%</td>
</tr>
<tr>
<td>Croatia</td>
<td>586,062</td>
<td>595,730</td>
<td>358,468</td>
<td>51%</td>
<td>67,109</td>
<td>218%</td>
</tr>
<tr>
<td>Ecuador</td>
<td>70,398</td>
<td>101,148</td>
<td>232,914</td>
<td>-83%</td>
<td>44,853</td>
<td>81%</td>
</tr>
<tr>
<td>Greece</td>
<td>1,025,297</td>
<td>1,025,348</td>
<td>1,252,401</td>
<td>-20%</td>
<td>339,301</td>
<td>111%</td>
</tr>
<tr>
<td>Haiti</td>
<td>2,494</td>
<td>2,821</td>
<td>2,742</td>
<td>3%</td>
<td>1,725</td>
<td>49%</td>
</tr>
<tr>
<td>Hungary</td>
<td>2,271,429</td>
<td>2,202,779</td>
<td>3,373,187</td>
<td>-43%</td>
<td>1,403,104</td>
<td>45%</td>
</tr>
<tr>
<td>Kenya</td>
<td>127,670</td>
<td>125,369</td>
<td>106,334</td>
<td>16%</td>
<td>96,463</td>
<td>26%</td>
</tr>
<tr>
<td>Lesotho</td>
<td>1,432</td>
<td>1,366</td>
<td>1,436</td>
<td>-5%</td>
<td>96</td>
<td>265%</td>
</tr>
<tr>
<td>Macedonia, for</td>
<td>15,236</td>
<td>14,601</td>
<td>8,989</td>
<td>49%</td>
<td>3,874</td>
<td>133%</td>
</tr>
<tr>
<td>Madagascar</td>
<td>13,450</td>
<td>4,791</td>
<td>3,428</td>
<td>33%</td>
<td>3,060</td>
<td>45%</td>
</tr>
<tr>
<td>Mongolia</td>
<td>457</td>
<td>427</td>
<td>687</td>
<td>-47%</td>
<td>314</td>
<td>31%</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>11,369</td>
<td>12,694</td>
<td>11,117</td>
<td>13%</td>
<td>187</td>
<td>422%</td>
</tr>
<tr>
<td>Niger</td>
<td>47</td>
<td>37,099</td>
<td>25,306</td>
<td>38%</td>
<td>9,671</td>
<td>134%</td>
</tr>
<tr>
<td>Pakistan</td>
<td>24,821</td>
<td>29,151</td>
<td>31,350</td>
<td>-7%</td>
<td>16,859</td>
<td>55%</td>
</tr>
<tr>
<td>Paraguay</td>
<td>25,073</td>
<td>26,724</td>
<td>59,231</td>
<td>-80%</td>
<td>11,532</td>
<td>84%</td>
</tr>
<tr>
<td>Peru</td>
<td>142,389</td>
<td>224,874</td>
<td>168,639</td>
<td>29%</td>
<td>79,787</td>
<td>104%</td>
</tr>
<tr>
<td>Philippines</td>
<td>15,319</td>
<td>164,640</td>
<td>155,847</td>
<td>5%</td>
<td>101,641</td>
<td>48%</td>
</tr>
<tr>
<td>Poland</td>
<td>3,700,832</td>
<td>3,641,016</td>
<td>2,660,551</td>
<td>31%</td>
<td>1,287,986</td>
<td>104%</td>
</tr>
<tr>
<td>Romania</td>
<td>3,309,029</td>
<td>2,834,956</td>
<td>2,937,151</td>
<td>-4%</td>
<td>1,064,270</td>
<td>98%</td>
</tr>
<tr>
<td>Slovakia</td>
<td>1,185,843</td>
<td>1,183,779</td>
<td>1,088,749</td>
<td>8%</td>
<td>227,423</td>
<td>165%</td>
</tr>
<tr>
<td>South Africa</td>
<td>1,260,622</td>
<td>1,309,647</td>
<td>1,502,538</td>
<td>-14%</td>
<td>205,758</td>
<td>185%</td>
</tr>
<tr>
<td>Sudan</td>
<td>77</td>
<td>9,901</td>
<td>8,119</td>
<td>20%</td>
<td>3,813</td>
<td>95%</td>
</tr>
<tr>
<td>Taiwan</td>
<td>1,503,181</td>
<td>1,390,832</td>
<td>3,127,530</td>
<td>-81%</td>
<td>841,373</td>
<td>50%</td>
</tr>
<tr>
<td>Thailand</td>
<td>602,490</td>
<td>476,212</td>
<td>811,212</td>
<td>-53%</td>
<td>345,501</td>
<td>32%</td>
</tr>
<tr>
<td>Turkey</td>
<td>1,342,450</td>
<td>1,337,265</td>
<td>1,365,853</td>
<td>-2%</td>
<td>697,123</td>
<td>65%</td>
</tr>
<tr>
<td>Uruguay</td>
<td>193,514</td>
<td>194,762</td>
<td>138,043</td>
<td>34%</td>
<td>70,870</td>
<td>101%</td>
</tr>
</tbody>
</table>

AVERAGE: -7%  AVERAGE: 105%

Notes: All inflows are average yearly inflows during strong executive constraints (in 1000 EUR). "mean yearly inflows" is the actual average yearly inflow of investment into the country. "fitted value of investment inflows" is the fitted value from Table 4, Column (4), Panel B. "simulated fitted value of investment inflows" replaces the mean (in (II)) and the variance (in (III)) in the episode with strong executive constraints with the average mean and variance in the episode with weak executive constraints. The difference between (I) and (II) (III) respectively captures the effect of changes in the expected mean (variance) on investment inflows in the model. Values are not calculated for Nigeria and Kyrgyzstan as these countries only have one year under strong executive constraints.
Figure 1: Investment Inflows over Time (Mean Flow)

Note: Graphs shows average for countries that were always in strong or weak executive constraints.
Figure 2: Investment Inflows over Time (Mean Share)

Note: Graphs shows average for countries that were always in strong or weak executive constraints.
Figure 3: Adoption of Strong Executive Constraints

Solid line shows coefficients on leads and lags around the adoption date (at 0) of strong executive constraints plus the coefficient on the “strong executive constraints” dummy. Dashed lines show 95% confidence intervals using the standard deviation of the lead and lag coefficients.
Figure 4: Sector Heterogeneity

Note: Figure displays regression coefficients and 95% confidence intervals. Coefficients come from a regression as in Table (1), Column (1) in which executive constraints are interacted with a set of 12 sector dummies.
Figure 5: Executive Constraints and GDPpc Growth